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Who am I?

Myrthe Reuver, PhD candidate at CLTL at VU Amsterdam.
→ Supervisors: Antske Fokkens (CLTL @ VU), Suzan Verberne (LIACS @ 

Leiden). 

Computational linguist in an interdisciplinary project on 
diversity in news recommendation. 

Social scientists, philosophers, and RecSys/computer scientists.
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What am I doing?

● News recommendation provide more of the same
● Theoretic models of democracy (Vrijenhoek et. al., 2021)

○  deliberative model
○  critical model

● One key idea: diverse viewpoints on issues 

How to operationalize this?

- maybe stance?
- Stances are positional claims about topics (e.g. gun control, immigration, 

abortion). They indicate a position: pro, against, or neutral.



What is (going on with) stance?

Common definition: classification task with labels Pro, 
Con, Neutral towards an issue or topic. 

●

“Abortion is a sin, and should never be practiced.”

Topic: Abortion, Stance: Con

 

For online news recommendation: 

         New topics and issues continuously appear online! 
Joseph Mucira @ Pixabay, Simplified Pixabay License
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Cross-topic, cross-domain stance 

Can we detect stance (pro, con) 

on discussion topics or issues unseen in training? 
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Reimers et. al. (2019)
→ Train: 7 topics, test: 8th topic 
→ Fine-tuning BERT (base & large)
→ Findings:
●

○
○ avg. F1 (10 seeds) = .633
○ +.20 over reference model (LSTM)
○ Results are “very promising and stress the feasibility of 

the task’’ (Reimers et al. 2019, p. 575)

Marco Verch @ Flickr, Creative Commons 2.0. 
https://foto.wuestenigel.com/businessman-walking-from-a-to-b-point/
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25,492 arguments on 8 topics, in 3 classes:

● For or against “the use, adoption, or idea” of the topic, or 
no argument

●

● 8 controversial debate topics from the internet: abortion, 
cloning, death penalty, gun control, marijuana legalization, minimum 
wage, nuclear energy and school uniforms. 

Dataset: UKP Dataset (Stab et. al., 2018)
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Results

Reimers et. al. (2019) provided excellent preliminaries for 
reproducibility: documented, shared, working code (through 
a GitHub repository) + available for questions.
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Results: further details 

● BERT-large under-performs in 50% of seeds
● SVM+tf-idf model
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What about different topics?
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Cross-Topic Stance: a Fantastic Beast?

● Topic matters! Stance not topic-independent → beyond reporting one avg F1 
○ See also: Thorn Jakobsen et. al. (2021)

● A class/topic interaction effect on performance

● Recent work explores two avenues based on these results;
○  adding knowledge to cross-topic stance detection (Beck et. al., 2023)
○ “ensure a wide topic coverage in model training to improve the model’s 

generalizability” > more diverse topic datasets (Ajjour et. al., 2023).

OpenClipArt, Public domain
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What am I doing now?

Systematic stance detection experiments

I pre-registered RQs, hypotheses and analysis plans.

From AsPredicted.com: “Would a reader wonder whether a given decision 
about analysis, data source or hypothesis was made after knowing the 
results?" 

● What? Testing claims on what is more topic-independent, specifically Same 
Side Stance (SSS) in a pair-wise classification setting.



Example SSSC 

Topic: '[This house believes] all nations have a right to nuclear weapons'

TASK: are these on the same side? 

 "Nuclear weapons may lessen a state's reliance on allies for security, thus 
preventing allies from dragging each other into wars" (PRO)

“Nuclear holocaust could result in an end to human life” (CON)

→ Same side stance label: FALSE
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RQ1 hypotheses, example:

Hypothesis: based on Shnarch et. al. (2022)’s experimental results on 
topic-dependent versus topic-independent tasks and pre-fine-tuning clustering, we 
expect that SSSC models + pre-fine-tune clustering approach improve significantly 
over SSSC models without the pre-fine-tuning approach, since we consider stance 
classification a topic-dependent task and topic-dependent tasks responded well to 
this pre-fine-tuning task.

● Grounding in literature and/or earlier experiments;
● expectation;
● reasons
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Thank you!
Myrthe Reuver,  Vrije Universiteit Amsterdam

          myrthe.reuver[at]vu.nl

             @myrthereuver

mailto:myrthe.reuver@vu.nl
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