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modelling choices affect
few-shot cross-topic
robustness?

making explicit expectations and topics;

experiments, and registering them
before running them. Why?

_ systematically comparing cons.lderab.le improvement,
- also reporting mixed results but inconsistent.
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