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Vrijenhoek et al. (2021)’s Metrics: 
NLP operationalization needed

1) Fragmentation: shared public sphere
2) Representation: diverse actors and opinions
3) Alternative Voices: non-mainstream opinions
4) Calibration: personalization
5) Affect: emotional content

2

CLKer Free Vecor Images @ Pixabay, Simplified Pixabay License



Current methods: stance

● Models: Pre-trained Large Language Models such as BERT and RoBERTa 
●
● Data: Stance Benchmark (Schiller et al., 2021) combines 10 different stance 

datasets:



Cross-topic, cross-domain stance 

Main question of cross-topic stance detection: 

can we detect stance (pro, con) 

on topics or issues not seen in training? 

      

(The news always has new topics coming up!)
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Reimers et. al. (2019): cross-topic stance 
classification

Train: 7 topics, test: 8th topic 
Fine-tuning BERT (base & large)
Findings:

● avg. F1 (10 seeds) = 0.633
● +0.20 over reference model (LSTM)
● Results are “very promising and stress the feasibility of the task’’ 

(Reimers et al. 2019, p. 575)

Marco Verch @ Flickr, Creative Commons 2.0. 
https://foto.wuestenigel.com/businessman-walking-from-a-to-b-point/
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        Mean (stdv) over 10 seeds F1

    Reimers et. al. (2019)

LSTM (baseline)

BERT-base

BERT-large

.424

.613 (-)

.633 (-)

   Reuver et. al  (2021)

SVM+tf-idf (baseline)

Reproduction BERT-base

Reproduction BERT-large (all)

BERT-large - 5 good seeds

.517

.617 (.006)

.596 (.043)

.636 (.007)

Reproduction (Reuver et. 
al. 2021b) 

● BERT-large 
under-performs in 50% of 
seeds

● SVM+tf-idf model 
outperforms the LSTM 
reference model from the 
original study (F1 of .517 
> .424)
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Alessandra Polimeno’s work: Clustering 
with SBERT 

(for the Fragmentation metric)
MA thesis supervised by Sanne, myself, and prof. dr. Antske Fokkens



HLGD: News Story Chains dataset
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Operationalize ‘fragmentation’ with NLP, 
and evaluate different operationalizations 
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Clustering evaluation: SBERT clearly wins

11



How does this 
measure the 
concept 
fragmentation
?
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Current work;

Fragmentation metric:
● Expanding this work to new datasets and labels;
● Implementing this on MIND dataset → needed: evaluation data! 

Labelled data!

Representation metric
● Expanding this to new datasets;
● new experimental set-up (same vs different stance or argument)
● Needed: evaluation data! Labelled data!
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